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The General Services Administration (GSA) Data Center Consolidation (DCC) Project was initiated prior to the Federal Data Center Consolidation Initiative (FDCCI) to fulfill expectations set under the GSA FY2010-2012 Information Technology (IT) Strategic Plan, Initiative 3D, “Optimize data center usage.” 
The majority of GSA’s enterprise applications are dispersed across the nation in GSA data centers and computer rooms owned or outsourced by the Office of the Chief Information Officer (OCIO), Public Buildings Service (PBS), Federal Acquisition Service (FAS), and Office of the Chief Financial Officer (OCFO).  Historically, GSA has taken a decentralized approach to management and operation of data centers with few cross-agency consistencies of standard hardware and software, disaster recovery, service levels, or operating costs.   
The GSA DCC Plan is based on a comprehensive inventory of existing GSA data center assets and applications (excluding those contracted out), extensive planning sessions with GSA IT stakeholders from across GSA, and trends and best practice-based research on data center facilities, IT systems,  and applications.  The actions set forth in GSA’s DCC Plan are expected to yield a number of cost reduction, quality of service, efficiency, green, and business continuity/disaster recovery benefits – while at the same time mitigating the following concerns and challenges:

· Increasing pressures to reduce Federal agency spending.   There is increasing pressure to reduce Federal agency spending due to a recessionary climate and deficit reduction efforts, and the IT departments within agencies are expected to do the same.   To support this government-wide initiative, consolidating and improving the efficiency of GSA data center assets are predicted to deliver an overall reduction in operational cost, primarily as a result of a reduction in data center energy consumption; 
· Rising costs of data center space, energy and real estate.   As outlined in OMB’s FDCCI memorandum to Federal CIOs, data center space, energy, and real estate is a concern to OMB – especially since there are redundant facilities and server CPUs running at 45% of utilization with minimal sharing throughout the Federal government.  In particular, GSA plans to consolidate down from its 15 current regional data center facilities to its three primary sites and increase CPU utilization to a minimum of 60%. 
· Financing the data center consolidation.  GSA has budgeted approximately $1 million per fiscal year through FY 15.
· Increasing number of alternatives to “in-house” IT facilities and systems.  Outsourcing and cloud computing are rapidly becoming valid alternatives to “in-house” implementation without impacting service levels or goals.  GSA is already taking advantage of this trend by outsourcing some applications to commercial providers.   GSA has migrated to a commercially hosted, cloud-based collaboration and email provider.  GSA also continues to evaluate “in-house” alternatives that can offer cost reduction, quality of service, efficiency, green, and business continuity/disaster recovery; and
· Improving the efficiency of “in-house” IT facilities and systems.   While there is increasing opportunity to take advantage of alternatives to “in-house” ownership, implementation, and management, there will be some performance or security requirements where changes will not be possible.   In these instances, GSA will strive to maximize agency-wide services, interagency sharing, co-location and virtualization to achieve lower costs and improve quality of service, efficiency, and green IT.
[bookmark: _Toc305500932]Agency Goals for Data Center Consolidation

Data center consolidation is an element of the agency’s Green IT Plan, Goal 7 of the Sustainability Performance Plan, and an element of the OCIO Modernization Phase II Project.

GSA’s DCC Plan supports and contributes to the intent and goals of the Office of Management and Budget’s (OMB’s) FDDCI; i.e.

· Reduce the cost of data center hardware, software, and operations;
· Shift IT investments to more efficient computing platforms and technologies;
· Promote the use of Green IT by reducing the overall energy and real estate footprint of government data centers; and
· Increase the overall IT security posture of the government.
GSA’s Data Center Consolidation Initiative Planning Team reached consensus on the following goals that address many OMB-suggested qualitative areas:
· Study life-cycle costing and reduce the expenditures of data center operations;
· Shift IT investments to more efficient computing platforms and technologies;
· Reduce the physical footprint of GSA data centers;
· Identify and analyze federal office server rooms for regional consolidation;
· Increase overall IT physical posture by moving servers to secure facilities;
· Assess viability of  multi-tenant (government and/or commercially operated) data centers; 
· Outsource e-mail and collaboration tools to a cloud computing environment;
· Serve as a federal shared service provider for financial management (FMLOB), payroll and human resources services (HRLOB);  
· Achieve optimal virtualization and utilization levels (servers, storage, workstations);
· Establish and implement standardized data center processes and best practices; 
· Plan for data center business resiliency (disaster recovery/COOP); and
· Promote the use of Green IT to reduce overall energy consumption.  

GSA performance targets include:

· Consolidate to three primary GSA data centers;
· Attempt to reduce operational cost of data centers (by at least 25%);
· Strive to increase server utilization into the OMB-provided target range of 60% – 70%;
· Increase (to 100%) the percentage of agency data centers independently metered or advanced metered and monitored on a weekly basis;
· Increase number of servers virtualized to 90%; and

· Increase the use of R2-certified companies for excess equipment disposal (by 45%).

The following table offers a preview of the key targets.

	TARGET
	FY 2010 BASELINE
	FY 2015 TARGET
	% CHANGE     Realized   From    Baseline

	Regional Computer Rooms/Data Centers (#)
	15
	3
	80%      
reduction

	Regional Computer Rooms/Data Centers (Sq Ft)
	55,510
	18,003
	80%
reduction

	Servers (#)
(Virtualized and Decommissioned)
	2,333
	620
	73% 
improvement

	Server Utilization (%)
	45%
	60%
	15%
improvement

	PUE (#)
	2.4
	1.8
	25% 
improvement


[bookmark: _Toc272343677][bookmark: _Toc305500933]Implementing Shared Services

GSA provides a range of shared services enterprise-wide and to other Federal agencies to include hosting the FDCCI and the Federal Cloud Computing Initiative Project Management Offices.  GSA will continually evaluate and act on new opportunities to expand the use of shared services within GSA and across the Government.    

GSA created an internal, shared services model for all infrastructure services for the GSA enterprise, such as centralized, mandatory server and desktop BPA, network services, business application hosting, help desk, IT security, ICAM Identity Credentialing Access Management, IT inventory and asset life cycle management, video teleconferencing, mail and collaboration tools, VoIP, and related enterprise-wide IT policy and governance.

GSA OCIO acquired a single, cloud-based collaboration and e-mail platform in FY 2011 that has replaced multiple disparate collaboration systems and approximately a half dozen servers in each of GSA’s 14 regions.  This amounts to 84 servers for re-purposing and/or for decommissioning.  GSA’s Federal Acquisition Service has initiated an “e-mail as a service” cloud offering so other agencies may follow.

GSA hosts the Federal Cloud Computing initiative with the intent to: 1) Develop a strategic approach for the federal cloud(s); 2) Address barriers and compliance issues; and 3) Develop mechanisms to allow agencies to acquire cloud services as a commodity, i.e., purchase "X" as a Service--Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS).  The following highlights the key benefits of the Federal Cloud Initiative:

· Key benefits:  The Federal Cloud Computing Initiative is expected to deliver a number of benefits including improved availability, sustainability, business continuity, disaster recovery, ubiquitous network access, resource pooling, and rapid elasticity of application and infrastructure resources.
 
· Financial benefits:  This program is expected to lead to greater efficiency in infrastructure investments and labor savings, greater buying power through aggregated software and hardware purchases, reduced energy consumption via commercially-provided facilities, and less travel due to use of electronic meeting capabilities.

Early GSA-wide as well as Federal-wide successes of GSA’s cloud computing shared services include:

· Data.gov. Inspired by the President’s Open Government and Transparency priority, Data.gov is a cloud-provided resource to improve public access to an expanding variety of Federal agencies’ datasets; links to publicly-accessible applications that leverage the datasets, and information feedback and rating mechanisms;
· Open government public engagement tool.  Powered by a cloud SaaS platform called IdeaScale, these tools are available to 22 federal agencies and the White House Office of Science and Technology Policy;
· Info.apps.gov.  This is a resource where agencies can gather information about how Cloud Computing can help create sustainable, more cost-effective IT Services for the Federal government;
· Human resource and financial systems.  A number of human resource and financial systems are hosted at commercial IaaS service providers saving internal infrastructure and operational costs; and
· [bookmark: _Toc305047076]Infrastructure hosting services.  GSA’s contracts offer all federal agencies acquisition vehicles for infrastructure hosting services from several primary telecom providers at previously-negotiated prices.

Furthermore, GSA hosts and manages the following E-gov hared-services projects, several of which are cloud-based.  These offerings improve coordination, productivity, efficiency, and effectiveness government-wide as a result of common IT infrastructure and fewer providers of duplicative administrative services across Federal agencies.   Furthermore, most provide central citizen-facing services that enhance the government’s benefit to the public.    

1. USA Services;
2. Data.gov;
3. USA Spending IT Dashboard;
4. Citizen Engagement Platform;
5. FedSpace; 
6. Federal Cloud Computing Initiative 
7. E-Federal Asset Sales (eFAS); 
8. Integrated Acquisition Environment (IAE); and
9. E-Gov Travel System (eTS).

“GSA is also an e-Payroll provider and financial management services provider to several agencies and provider of a shared e-CPIC solution to four agencies with scalability for additional customers.
[bookmark: _Toc305500934][bookmark: _Toc258239994]Agency Approach, Rationale and Timeline
[bookmark: _Toc258239996]
GSA will employ four strategies in response to the Federal Data Center Consolidation Initiative; that is, centralization and consolidation of data centers;  decommissioning of inefficient, underutilized legacy servers and IT equipment; improved server virtualization and IT equipment utilization; and shared outsourcing and cloud computing.  
[bookmark: _Toc305500935]Data Center Centralization and Consolidation 
Data Center Centralization and Consolidation provides the benefits of reduced operational/outsourcing costs while enabling future capacity, redundancy, ITIL standardization, energy efficiency, and improved disaster recovery processes.
Reduced Cost.  GSA is determining what it is currently paying to manage, maintain, and outsource its various data centers, including real estate, expenditures for electrical and cooling, IT infrastructure-related costs (hardware and software), and general maintenance costs toward reducing cost of ownership and selection of the most cost-effective outsourcing opportunities.

Capacity.  GSA is considering potential future capacity when consolidating.   Current operational data centers will be examined to determine their ability to expand for future growth.   Floor plans will be analyzed (to determine expansion possibilities); the IT infrastructure within the data center will be evaluated to determine potential upgrades to provide improved services.  Cooling units, Uninterruptible Power Supply Systems (UPS), and generators will be evaluated as well.

Location.  To ensure the ability to expand in the future and offer full redundancy for every component of the data center, several enhancers and inhibitors are being taken into consideration:

· Integration of mission-essential applications;
· Proximity to two or more electrical power suppliers;
· Proximity to data service providers;
· Local regulations;
· Proximity to major metropolitan areas and predicted blast zones; and
· Economy of location relative to the cost of operating.
ITIL Standards.  By reducing the number of data centers currently managed in-house and outsourced, the opportunity exists for GSA to adopt ITIL standards to provide consistencies within the consolidated data centers and GSA’s IT Infrastructure.  Consistent rankings of systems improves disaster recovery efforts and aids in management of IT investments going forward.   

Energy Efficiency.  GSA is acquiring and applying energy efficiency technologies to microprocessors, servers, storage devices, network equipment, and infrastructure systems, especially cooling.   The OCIO is enforcing green IT SLAs with outsourcing and collocation service providers.  GSA will install advanced energy meters in all of its three primary data centers at Chantilly, Fort Worth, and Kansas City in CY 2011, which enables monitoring on a minute-by-minute interval basis.  Advanced metering provides real-time energy consumption data that allows for adjustment to reduce peak energy demand and helps to identify and correct sub-optimal energy performance.  Advanced energy meters are also being installed at the 12 consolidated locations holding only print and file servers and switching equipment even though they will no longer meet the definition of a data center in order to accurately report energy savings over the next 5 years.
[bookmark: _Toc305500936]Decommission Highly Underutilized Servers 

According to industry research, an average of up to 30% of servers in data centers are “dead” – operating at 3% average or peak CPU utilization – but still consuming significant amounts of energy.  Beyond energy costs, underutilized servers consume data center space and incur expensive software licenses and hardware maintenance fees.  With that in mind, GSA is identifying and decommissioning inefficient, underutilized legacy servers and IT equipment.    GSA will replace these workloads, as necessary, on virtualized infrastructure running on energy efficient Energy Star EPEAT-registered equipment. 
[bookmark: _Toc305500937]Server Virtualization

Virtualization is a technique that allows a single server to be used for multiple software applications, users, or functions.  Virtualization technology allows a single, multi-purpose server to replace several single-purpose servers, which reduces capital spending on new servers and operating spending on hardware license fees, space, power, and cooling costs.  GSA continues its server virtualization initiative to further reduce overall energy consumption and significant energy cost savings. Additional benefits from virtualization in combination with data center consolidation include reduced maintenance and operations costs of servers and facilities as well as improved automation for server management and provisioning.  
[bookmark: _Toc305500938]Cloud Computing/Outsourcing 

Agencies can leverage Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) infrastructure to avoid spending needlessly on multiple servers, software, and other desktop applications.  The cloud offers more flexibility to reduce or demand more resources from a vendor depending on organizational needs.  Unlike capital expenditures that run whether being used or not, the cloud is easily adjustable to fit with business strategies without superfluous expenditures.  The government pays for what it uses rather than unused infrastructure.  As an extra benefit, contractor-provided, shared data centers often employ the latest in energy efficiency and monitoring technology.  For instance, FAS’s contractor-operated data centers are reported to have a Power Utilization Efficiency (PUE) ratio of 1.5.  PUE is a best practice efficiency measure comparing a data center’s total energy utilization to the power delivered to its computing equipment.  As addressed previously, GSA is the first federal agency to move to e-mail in the cloud. GSA intends to continue to evaluate its existing early implementations and drive more GSA and federal applications and data to cloud computing. 

[bookmark: _Toc305500939]GSA’s Specific FDCCI Projects
During our on-going physical surveys of data centers, it was discovered that several regions use multiple rooms to house servers and related IT equipment.  When the servers were consolidated into a single room, a return of approximately 1200 square feet of space was realized.  At another regional location, the server room was filled with equipment, boxes, obsolete equipment, and cables sitting on the vented, air conditioning raised floor.  These were removed or otherwise excessed.     The vents that were then cleared of obstruction now permit the air conditioning equipment to operate at between 4 and 12 degrees cooler.    GSA plans to survey and apply these lessons learned throughout its data centers and regional infrastructure centers (RICs).  RICS house infrastructure switches as well as print and file servers, but house no application servers.  Similar planned strategies based on Lessons Learned include:  
· Raise Data Center temperatures from an average of 72 to 80 degrees.  Based on industry best practices it is estimated that GSA can save 4-5% in energy costs for every one (1) degree increase in server inlet temperature;
· Rearrange server racks in a Hot/Cold isle configuration to better manage condition air movement.   The design uses Computer Room Air Conditioners (CRACs), fans, and raised floor as a cooling infrastructure and focuses on separation of the inlet cold air and the exhaust hot air;
· Rearranging servers within existing racks to reduce heat concentration, will provide better air exchange and increase the longevity of the equipment.  Commercial studies indicate that re-racked equipment can reduce the air conditioning necessary to cool the same equipment otherwise not arranged; and
· Rearranging ventilated floor tile to the center of floor to optimize air flow to the server racks to achieve more efficient cooling. 
GSA currently owns/operates physical data centers located throughout the continental United States.  GSA will decommission, consolidate, virtualize and then relocate application-related servers and storage located in the 12 RICs to the three remaining data centers.  Applications will be reviewed for value to mission, ability to virtualized, and either decommissioned or reinstalled to a virtual environment.  The three remaining GSA data center facilities will be located in the following cities:
· Kansas City, Missouri:  This site will become the primary location for all GSA servers and act as the backup site for the Public Building Services (PBS) Chantilly facility;
· Fort Worth, Texas:  This site will act as GSA’s Continuity of Operations Planning (COOP) backup facility; and
· Chantilly, Virginia:  This site will become the primary location for all GSA PBS applications with a backup site configured at our Kansas City (Region 6) data center.  As Data Centers close this site will house other GSA Service’s servers.
GSA OCIO is actively pursuing virtualization through use of VMware and has secured licensing to support hundreds of virtual servers.  The VMware hypervisor also offers flexibility to manage the diverse servers and operating systems present across GSA OCIO responsibilities.  FAS plans to pursue virtualization strategies in coordination with their hardware refresh cycles, primarily via use of VMware to create multiple logical devices on a single physical server.  FAS plans to consolidate servers for all of its core applications.  By 2013, 50% of FAS’s contractor-operated data centers are expected to be virtualized.
 A long-term GSA goal is to acquire high-end blade servers to support GSA’s centralization and consolidation efforts.  PBS is pursuing virtualization for local and regional applications using VMware and Egenera BladeFrame technology for enterprise applications.  PBS has purchased hardware that will enable virtualization of the majority of its Windows (Egenera) and Solaris (M9000) servers over the next three years.  
Currently under analysis is the option to consolidate major business group storage requirements into a mass storage device utilizing either centralized Network Attached Storage (NAS) or Storage Area Network (SAN).
For the purpose of providing business continuity and COOP, long-term consideration is being given to centralized, cloud-provided backup services for GSA’s IT enterprise.
GSA manages several GSA-wide and Federal-wide applications that are hosted by commercial cloud providers.  In October 2010, GSA established a blanket purchase agreement (BPA) making infrastructure-as-a-service (laaS) solutions such as, cloud storage, virtual machines and web hosting, available through the Apps.gov portal.  In FY 2011, GSA outsourced its enterprise email and collaboration tools to a cloud-based provider. 
When evaluating outsourcing and cloud computing service providers, GSA will apply qualitative and quantitative goals and targets.  GSA will strive to modify contracts and related service-level agreements of these external providers to establish, measure, and uphold GSA’s efficiency, utilization, and green IT standards.

GSA is standardizing and applying cross-agency green IT best practices and measuring its progress against a capability maturity model performance plan, the Green IT Plan.  For the past three years, GSA has successfully implemented our enterprise Green Power Settings for all infrastructure workstations.  Approximate utility savings for this effort exceeds $3M.  In addition, through the use of a  service desk contract, GSA has consolidated the infrastructure helpdesk into an enterprise service desk meeting our initial ITIL goals and saving initially over $43M in contract fees over a five-year period.

GSA has installed advanced energy meters in the Chantilly Data Center and will install advanced energy meters in the two remaining agency-operated data centers in CY 2011 and will begin monitoring on a minute-by-minute interval basis.  Advanced metering provides real-time energy consumption data that allows for adjustment to reduce peak energy demand and helps to identify and correct sub-optimal energy performance.  
GSA will apply greener and more energy-efficient tactics when procuring, operating, maintaining, and disposing of data center infrastructure, including: microprocessors, servers, storage devices, network equipment, power distribution and cooling equipment, and facilities.  For example, GSA will procure energy efficient hardware using the Energy Star EPEAT-registry.  When assets are to be retired, GSA will dispose of IT assets through GSAXcess, which promotes re-use by marketing surplus or excess government property to other Federal agencies and schools and other non-profits, through the Computers for Learning Program.  The OCIO will also enforce green IT SLAs with co-location, outsourcing and cloud service providers.  Furthermore, GSA will establish a policy and process to require third-party recipients of excessed equipment to follow R2 guidelines when they are finished with donated government equipment.
Improving disaster recovery processes.  Data Centers and RICs are examined to determine in which tier class they fit based on the electrical power supply as well as backup power, HVAC components providing cooling services, network redundancy, and data center hardening.  The technology currently being used will be documented and analyzed to determine whether the technology being used is the ideal solution, and whether it fits the requirements for future growth.  The development of accurate and standardized rankings for GSA system criticality will drive the planning for system restoration following a disruptive event.
Each of the nine remaining DCC projects will require similar but different solutions for each project.  Each DCC project will have a project work breakdown structure (WBS) and gant chart such as the construction project model below to document the necessary steps and expected timelines.  Each project will be based on standard best practices and include lessons learned from past DCC projects.
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GSA’s Master Schedule: 

	[bookmark: _Toc258239998]

No.
	Agency Component
	Data Center
	Location
	Action to be Taken
	Action Taken during Calendar Year

	
1
	OCIO 
PBS
	REGION 1
	Boston, MA 
ROB
	Server Consolidation / Decommission
	Closure 
Oct 2011

	
2
	OCIO 
PBS
	REGION 2
	New York, NY 
ROB
	Server Consolidation / Decommission
	Closure 
CY 2012

	
3
	OCIO 
PBS
	REGION 3
	Philadelphia, PA
 ROB
	Server Consolidation / Decommission
	Closure 
CY 2015

	
4
	OCIO 
PBS
	REGION 4
	Atlanta, GA ROB
	Server Consolidation / Decommission
	Closure 
CY 2014

	
5
	OCIO 
PBS
	REGION 5
	Chicago, IL ROB
	Server Consolidation / Decommission
	Closure 
CY 2014

	
6
	OCIO 
OCFO
PBS
OCPO
	GSA Region 6 Data Center
	Kansas City, MO
ROB
	Virtualization
& 
Server Consolidation / Decommission
	CY11 - CY15

	
7
	OCIO 
OCFO
PBS
OCPO
	GSA Region 7 Data Center
	Fort Worth, TX
ROB
	Virtualization
& 
Server Consolidation / Decommission
	CY11 - CY15

	
8
	OCIO 
PBS
	REGION 8
	Denver, CO ROB
	Server Consolidation / Decommission
	Closure 
Complete
CY 2011

	
9
	OCIO 
PBS
	REGION 9
	San Francisco, CA
 ROB
	Server Consolidation / Decommission
	Closure 
CY 2013

	
10
	OCIO 
PBS
	REGION 10
	Auburn, WA  ROB
	Server Consolidation / Decommission
	Closure 
Oct 2011

	
11
	OCIO 
PBS
	REGION 11
	Washington, DC  
ROB
	Server Consolidation / Decommission
	Closure 
CY 2015

	
12
	OCIO 
FSS
	REGION 12
(CP4 – FSS)
	Crystal City, VA ROB
	Server Consolidation / Decommission
	Closure 
CY 2013

	
13
	OCIO 
OCFO
PBS
OCPO
	Region 13
(GSA HQ)
	Washington, DC  
ROB
	Server Consolidation / Decommission
	Closure 
CY 2015

	
14
	OCIO 
FSS
	REGION 14
(Willow Wood - FSS)
	Fairfax, VA
	Server Consolidation / Decommission
	Closure 
CY 2012

	
15
	OCIO 
PBS
	REGION 14
Data Center
	Chantilly, VA
	Virtualization
& 
Server Consolidation / Decommission
	CY11 - CY15

	Externally Hosted Sites

	
	OCFO
	Lockheed Leased Data Center
	Lanham, MD
	Decommission
	Closure 
CY 2013 – 
CY 2014

	
	OCFO
OCPO
	Phoenix Leased Data Center (CGI) Leased Data Center
	Phoenix, AZ
	Virtualization
& 
Centralization / Consolidation
	CY13 - CY14
CY12 - CY13

	
	FAS
	Unisys Leased Data Center
	Eagan, MN
	Virtualization 
& 
Server Consolidation / Decommission
	CY 2011 –
 CY 2012

	
	FAS
	Unisys Leased Data Center
	Salt Lake City, UT
	Virtualization 
& 
Server Consolidation / Decommission
	CY 2011 –
 CY 2012

	
	FAS
	SAVVIS Leased Data Center
	Sterling, VA
	Virtualization 
& 
Server Consolidation / Decommission
	CY 2011 –
 CY 2012

	
	FAS
	SAVVIS Leased Data Center
	Elk Grove, IL
	Virtualization 
& 
Server Consolidation / Decommission
	CY 2011 –
 CY 2012



NOTE:  GSA’s eleven regions, three additional buildings have been assigned region numbers: “Region 12” refers to GSA’s Willow Wood facility in Fairfax, VA; “Region 13”, GSA Headquarters at 1800 F Street in Washington, DC; and “Region 14”, 2200 Crystal Drive, Crystal City, VA.  Due to implementation of an enterprise infrastructure support contract, OCIO informally identified these three offices as regions to assist the Enterprise Service Desk support to differentiate among GSA facilities within the National Capital Region (NCR-Region 11).
[bookmark: _Toc305500940]Agency Governance Framework for Data Center Consolidation

GSA’s original DCCI planning team of representatives from agency-owned/operated data centers, outsourced data center stakeholders, GSA functional staff management, and service office customers have been invited to serve on OCIO’s Green IT Team under the leadership of the CIO’s Green IT Advisor.  The Green IT Advisor represents the Green IT Team’s recommendations to the CIO, her direct report team,  and to the GSA IT Executive Council (ITEC) as appropriate.  The CIO is the Goal Lead of the GSA Sustainability Performance Plan--Goal 7, Electronic Stewardship and Data Center Consolidation.  GSA’s IT Investment Review Board serves as the ultimate budgeting and decision-making authority and arbiter.   

Members of the Green IT Team will be responsible for planning, developing, implementing, monitoring, and measuring the GSA enterprise-wide DCCI Plan and will ensure its recommendations are aligned with the GSA enterprise architecture.  

The Green IT Team will also consider and adopt industry best practices as they emerge and relate to our goals and be responsive to future related data calls and initiatives.

A project milestone chart and project manager will be assigned to each of the consolidation initiatives outlined throughout this plan.  The following are some generic milestones to be finalized by the Green IT Team:

· Conduct pre-implementation inventory of all sites;
· Identify and implement quick wins;
· Prioritize the order of consolidations;
· Document lessons learned and apply to planning for remainder of sites;
· Assign project manager, team, budget, milestones for data center consolidations, reductions, and virtualizations, decommissioning, etc.;
· Evaluate and implement shared and cloud data center services;
· Develop plan and team to decommission highly underutilized servers;
· Develop plan and team to expand and optimize the use of server virtualization;
· Standardize and apply cross-agency ITIL-type best practices; and
· Measure success and modify course of action as required toward success.
Success is measured against the goals and milestones outlined in this plan and individual project plans.
[bookmark: _Toc305500941][bookmark: _Toc254194666]Cost-benefit Analysis 

The table below depicts by fiscal year the estimated cost of expenses offset by the estimated savings of our DCC initiative through reduction of energy costs,  contract personnel, and facilities/operation costs.  


[image: ]
Costs:
It is estimated to cost $500,000 per each of the 12 regional consolidations.  Consolidating applications and related equipment to the three remaining Data Centers or to a commercial cloud support model is also included in the estimate.  Also included is decommissioning and excessing of recyclable equipment, acquisition of new equipment, VMware licensing and other licenses to support virtualization of servers and to acquire commercial cloud services, new construction to minimize and reorganize existing computer room floors, walls, partitions, rack alignment, contracted technical staff and travel to dismantle and reassemble equipment at one of the three remaining centers.
Savings:
GSA will implement energy monitoring at its three primary data centers at Chantilly, Fort Worth, and Kansas City, which will enable measurement of energy savings.  
Metering has allowed GSA to achieve an efficiency rating of 1.49 PUE at its Chantilly Data Center, which is well under GSA’s 2015 target and is under the 1.6 PUE OMB goal.  
[bookmark: _Toc248127920][bookmark: _Toc248140909][bookmark: _Toc258240014][bookmark: _Toc262569528]As the table above presents, GSA’s planned investment of $6 M (FY11-15) reaps an equivalent savings of $5.8M by the end of FY 17.
[bookmark: _Toc305500942]Risk Management and Mitigation

Each DCCI project is subject to the OCIO Change Control Board (CCB).  The CCB reviews and approves or disapproves change requests and changes to the GSA IT infrastructure baseline. The CCB is comprised of both GSA OCIO staff, application owners, and GSA Contract Support Staff and is aligned with the requirements of GSA business and IT organizations ensuring representation sensitive to the needs of the overall business and with clearly defined responsibilities applicable to the GSA environment (e.g. Region 1, Region 2, etc.) being serviced.

Risks identified with each data center consolidation are identified and tracked; such as, contractor performance, project scope creep, resources etc.  The purpose of risk management by each individual project is to recognize and evaluate risks as well as to proactively develop strategies for reducing the probability of adverse impacts specific to all consolidations and those specific to each individual location/situation.  The project will collaboratively utilize a risk register to manage the identification, assessment, control, monitoring, reporting of potential threats and mitigation strategies, including a Risk Register of up to 19 risk categories; i.e., schedule, initial cost, lifecycle costs, technical obsolescence, feasibility, reliability, dependencies and interoperability between investments, surety (asset protection), procurement monopoly, investment management, investment failure, organizational change management, business mission effectiveness, data/information quality and availability, technology, strategy integration, security, privacy, and project resources.

Risks will be rated as high, medium, or low.  Specific tasks for controlling a risk will be defined based on a risk management strategy that considers the severity of the risk, project goals, and available resources.  Possible risk management strategies may include avoid, mitigate, abandon.  Potential risk mitigation strategies will be reviewed and approved by the team leaders and the project manager.  Issues or changes that are extraordinary may be escalated to the Director for Infrastructure Operations, and potentially to the Agency’s CIO.
[bookmark: _Toc305500943]Acquisition Management

The GSA DCCI-related acquisition strategy is addressed in the OCIO Enterprise Infrastructure Exhibit 300A UII Code 023-000004030 00-30-02-00-01-00 as part of the GSA and OMB IT investment process, subject to approved funding.  Specific investment expenditures are reviewed by the Green IT Team and then follow the disciplined CPIC process in GSA; i.e., via the review of the infrastructure, applications, architecture, security and IT executive committees of the IT investment governance structure under the guidance of GSA’s Deputy Administrator, CIO, CFO, and Contracting Officer (CO).  FAC PM certified project managers will be assigned to the overall project as well as individual consolidation projects.

Government-wide acquisition vehicles are considered for use in appropriate procurement situations, e.g., Apps.gov, GSA Advantage, and GSA Smart Buy.  GSA finalized its cloud computing BPA, which permits government-wide contracting for web hosting, storage and virtual cloud computing. Agency-wide acquisition vehicles negotiated by individual GSA components are being leveraged for data center consolidation-required facilities, hardware, software, and services acquisitions.  

To encourage green IT procurement behavior, GSA policies are in place for use of Electronic Product Environmental Assessment Tool (EPEAT)-compliant hardware.  EPEAT-compliant purchases by the Agency have exceeded the minimum 95% percent for the past three years for PCs and monitors.  As EPA’s energy website www.epeat.net recommends servers, printers, and hand-held devices.  For those devices not on the EPEAT list, GSA policy requires that equipment meet Energy Star 2.0 standards.  New and upgraded software applications that we purchase or license will be required to operate in a virtualized environment.  
[bookmark: _Toc248127919][bookmark: _Toc248140908][bookmark: _Toc258240013][bookmark: _Toc262569527][bookmark: _Toc305500944]Communications Strategy

The purpose of GSA’s DCCI communication strategy is to reach out to data center owner/operators, stakeholders, decision-making leadership,  implementing managers and teams, application owners/managers, and end users with information appropriate to their needs.  For instance: 

Senior leadership is informed to make resource, strategic, and tactical business decisions regarding the DCCI plans.  The Senior Security Officer also needs to be informed of risks and their mitigation strategy for DCCI plans.  Information will be provided by face-to-face information briefing and decision reports, supplemented by hardcopy explanatory material and softcopy supporting information.
Owners of data centers and related server facilities are informed of the latest DCCI information for their budgets, operations, and customer support, normally provided via email and feedback from senior agency leadership.
Customers of data centers, such as hosted application managers and client agencies, are apprised of changes in service, if any, via personal visits to key agencies & officials, e-mails, and service level agreements.
Implementing Employees are informed of priorities and desired processes and timelines. 
Oversight organizations (Congress, GAO, OMB and Press) are provided assurance that GSA is fulfilling directed policy and regulation via responses to inquiries, audits, data calls, and studies.
Industry partners are collaborated with to continue providing products/services to GSA clients to achieve missions.  
In general, DCCI outreach will be handled by the OCIO Communications Office and will emphasize using multi-media and web-based tools (including new media tools) to promote understanding of and support for the data center consolidation initiative and to elicit customer input and feedback.  The reporting of percentage of improvement for program measurement can promote a positive attitude about data center consolidation initiative accomplishments.
[bookmark: _Toc305500945]Progress
[bookmark: _Toc305500946]FDCCI Consolidation Progress

In CY 2011, GSA planned to consolidate three data centers; Region 1- Boston, Region 8 - Denver, and Region10 - Washington State.  Region 8 was completed on August 14, 2011, Region 1 and 10 were delayed and are expected to be completed by October 30, 2011.

GSA is prepared to meet it’s CY 12 targets, which are Region 2 – New York and Region 14 - Willow Wood, VA.  

OCIO experienced construction contracting challenges on all three CY 11 data center consolidations (Region 1, Region 8 and Region 10).  These contract challenges included: vendors that could not meet award schedules, non-responsive vendors, and because of the March 2011 earthquake and tsunami in Japan vendors experienced long lead times for some IT equipment.

To counter possible contracting and delivery issues for CY 2012 projects, OCIO will increase the time allotted for planned contracting efforts by 30% and vendor delivery schedules by 30%.

Furthermore, some environmental challenges were encountered that resulted in rearchitecture of a RIC.  Additional research will be done, such as age of building, materials used at time of original construction, etc., to anticipate and mitigate delays of this nature in future consolidations.
In the early stages of the data center consolidation program, GSA focused on the decommissioning of older, inefficient equipment and virtualization to energy-efficient technology.  Since the start of FDCCI, our agency is placing a greater  emphasis on identifying candidate applications for moving to the three ultimate data centers, for placement in the cloud, or for discontinuation altogether .
[bookmark: _Toc305500947]Cost Savings 

Because of construction, contracting, and delivery delays the three planned consolidations (Region 8 completed August 14, 2011; and Region 1 and 10 (ETA October 30, 2011), energy savings are achievable in CY 11.     
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